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ABSTRACT
Robustness is becoming another important challenge of federated

learning in that the data collection process in each client is naturally

accompanied by noisy labels. However, it is far more complex and

challenging owing to varying levels of data heterogeneity and noise

over clients, which exacerbates the client-to-client performance

discrepancy. In this work, we propose a robust federated learning

method called FedRN, which exploits 𝑘-reliable neighbors with

high data expertise or similarity. Our method helps mitigate the

gap between low- and high-performance clients by training only

with a selected set of clean examples, identified by a collaborative

model that is built based on the reliability score over clients. We

demonstrate the superiority of FedRN via extensive evaluations on

three real-world or synthetic benchmark datasets. Compared with

existing robust methods, the results show that FedRN significantly

improves the test accuracy in the presence of noisy labels.
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Figure 1: Performance difference of local models over 100
clients after training on CIFAR-10 with symmetric noise of
0−80% in theNon-IID setting [24]: (a) shows the performance
degradation incurred by label noise in training data; (b) and
(c) contrasts the improvement by Co-teaching and our pro-
posed FedRN. Client Ids are sorted in ascending order by the
noise ratio of their local data.

1 INTRODUCTION
Federated learning (FL) is a privacy-preserving distributed learning

technique, which handles a large corpus of decentralized data re-

siding on multiple clients such as mobile or IoT devices [5, 34]. The

main idea is to learn a joint model by alternating local update and

model aggregation phases. Each client performs the local update

phase by training the current model with its own training data with-

out sharing any of the clients’ raw training data. Then, the model

aggregation phase is executed by a server that merges received local

models [24]. As the need for on-devicemachine learning is rising, FL

has attracted much attention in various fields [9, 17, 22, 25, 35, 41]

and there have been numerous attempts to deploy it to on-device

services, such as query suggestion for Google Keyboard [37] and

question answering for Amazon Alexa [7].

Since the FL system is deployed over heterogeneous networks,

robustness has become an important challenge of federated learn-

ing, because the data collection process in each client is naturally

accompanied by noisy labels, which may be corrupted from the

ground-truth labels [19]. In the presence of noisy labels, deep neural

networks (DNNs) easily overfit to the noisy labels, thereby lead-

ing to poor generalization on unseen data [40]. Extensive efforts

have been devoted to overcoming noisy labels in the centralized

scenario [20, 32], but have yet to be studied widely in the federated

learning (decentralized) scenario. Handling noisy labels in the FL
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Figure 2: Overview of FedRN (𝑘 = 1): (a) 𝑘-reliable neighbors are retrieved to fit GMMs to the loss values of all training examples
in the target client. Their ensembledGMMs are leveraged to identify clean examples, which are used to update the targetmodel
in the local update phase; (b) The weights of updated local models are averaged in the model aggregation phase.

scenario is far more challenging than in the centralized scenario,

particularly on the following two difficulties:

(1) Data Heterogeneity: Each client has non-independent and

identically distributed (Non-IID) datawith respect to the number

of training examples for each class, which differ between clients.

(2) Varying Label Noise: Noise ratios and types of data flaws vary
between clients depending on how their data was collected,

mainly attributed to the malfunction of data collectors, crowd-

sourcing, and adversarial attacks.

As shown in Figure 1(a), these two difficulties exacerbate the per-

formance discrepancy over clients because local data in each client

varies in terms of data heterogeneity and label noise. Such a large

performance discrepancy arguably results in poor performance of

the global model, because client models are aggregated regardless

of whether their models are corrupted from label noise [8].

The small-loss trick, which updates a DNNwith a certain number

of small-loss examples every training iteration [14, 18, 28, 38], could

be a prominent direction to provide robustness; small-loss examples

are typically regarded as the clean set because DNNs tend to first

learn from clean data and then gradually overfit to noisy data [3].

However, as can be seen from Figure 1(b), the performance discrep-

ancy still remains even when all the local models were trained using

a popular robust learning method, Co-teaching [14], that uses the

small-loss trick for sample selection. Although the overall perfor-

mance is higher than that of FedAvg, the performance gap between

the high- and low-performance model is considerably large. There-

fore, it is essential to not only (i) identify clean examples from noisy

data, but also (ii) improve the low-performance models to increase

the overall robustness for federated learning with noisy labels.

In this paper, we propose a simple yet effective robust approach

called FedRN (Fed-erated learning with Reliable Neighbors), which

exploits 𝑘-reliable neighbors in the client pool to help identify clean

examples even when the target client is unreliable. We introduce

the notion of k-reliable neighbors, which are 𝑘 clients that have

similar data class distributions to the target client (data similarity),

orminimal label noise in their data (data expertise). Using 𝑘-reliable
neighbors, FedRN improves the performance of every client’s local

model; the low-performance models benefit more from their 𝑘-

reliable neighbors, as shown in Figure 1(c).

In the local update phase shown in Figure 2(a), FedRN first re-

trieves 𝑘-reliable neighbors from the server. “Neighbor 2” has a

relatively clean dataset or a similar class distribution to the target

client’s, so the server transmits the model of “Neighbor 2” to the

target client. The retrieved 𝑘-reliable models are used to identify

clean examples from the client’s dataset collaboratively with the

target model; hence, with clear guidance from reliable neighbors,

the target model can be improved significantly even if its perfor-

mance is poor due to heavy label noise. In detail, the target and

𝑘-reliable models fit bi-modal univariate Gaussian mixture mod-

els (GMMs) to the loss distribution of the target’s training data,

respectively. Next, we build joint mixture models by aggregating all

the GMMs based on the reliability scores of neighbor clients. Since

the loss distributions of clean and noisy examples are bi-modal [3],

the training examples with a higher probability of belonging to the

clean (i.e., small-loss) modality are treated as clean examples and

used to robustly update the target model. In this process, the low-

performance model hardly hinders the accuracy of sample selection

due to its low reliability score.

After the local update phase, the weights of updated models are

averaged to build a global model in the model aggregation phase in

Figure 2(b). These two phases are repeated until the global model

converges following the standard federated learning pipeline [24].

Our main contributions are summarized as follows:

• This is a new FL framework that exploits reliable neighbors to

tackle the challenge of data heterogeneity and varying label noise.

• We introduce and examine the two indicators of data expertise

and similarity, measuring the reliability score of neighbor clients

without infringing on data privacy.

• FedRN remarkably improves the performance of underperform-

ing client models by mitigating the client-to-client discrepancy,

thereby boosting overall robustness.

• FedRN significantly outperforms state-of-the-art methods on

three real-world or synthetic benchmark datasets with varying

levels of data heterogeneity and label noise.

2 RELATEDWORK
Federated Learning. Federated learning aims to learn a strong

global model by exploiting all of the client data without infring-

ing on data privacy. However, due to the heterogeneity in train-

ing data, it typically suffers from performance degradation of the

global model [44] or weight divergence [42]. In this regard, exten-

sive efforts have been made to address these issues. Duan et al.
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[13] addressed the problem of long-tailed distribution in training

data by performing data augmentation. Zhao et al. [42] let all of the

clients share the same public data to mitigate the data heterogeneity.

Meanwhile, Li et al. [21] and Acar et al. [1] added a regularization

term that prevents the local model from diverging to the global

model due to its own skewed Non-IID data. Although this family

of methods contributes to improving the effectiveness of federated

learning, they simply assume that all the labels in training data are

clean, which is not a realistic scenario.

Learning with Noisy Labels. Extensive studies have been con-

ducted to overcome noisy labels in the centralized scenario. A promi-

nent direction for handling noisy labels is sample selection, which

trains DNNs for a possibly clean subset of noisy training data. For

example, Co-teaching [14] trains two DNNs where each DNN se-

lects small-loss examples in a mini-batch and then feeds them to its

peer network for further training. MORPH [28] divides the training

process into two learning periods and employs two different criteria

for sample selection. Another possible direction is to modify the

loss of training examples based on importance reweighting or label

correction [15, 26, 30, 43].

Most recently, to leverage all the training data, sample selec-

tion methods have been combined with other approaches, such

as loss correction and semi-supervised learning. SELFIE [27] uses

relabeled noisy examples in conjunction with the selected clean

ones. DivideMix [20] treats selected clean examples as labeled data

and applies MixMatch [4] for semi-supervised learning. Despite

these methods’ success, they do not perform well in the federated

learning setting due to the client-to-client performance discrepancy.

Robust Federated Learning. To address the noisy labels in FL,

most studies assume that trustworthy data exists either on the

client- or server-side. Chen et al. [11] estimated the credibility of

each client with small clean validation data, and aggregated mod-

els based on the estimated credibilities of clients. Tuor et al. [31]

proposed a data filtering method, which identifies highly relevant

examples for the given specific task using a reference model trained

on clean benchmark data. In another direction, a few robust meth-

ods using label correction have been proposed [33, 36, 39]. The most

representative Robust FL [36] shares the central representations of

clients’ local data to maintain the consistent decision boundary over

clients, and performed global-guided label correction assuming the

IID scenario. However, existing methods often rely on unrealistic

assumptions including the existence of clean validation data or the

IID scenario. The recent label correction approaches including Ro-

bust FL still suffer from false label corrections produced by incorrect

models under heavy label noise or severe Non-IID scenarios.

Difference from Existing Work. We clarify why FL with noisy
labels is problematic; the client-to-client performance discrepancy

hinders the use of existing robust methods in the label noise commu-

nity into FL. Although a few robust methods have been proposed,

this problem has been overlooked. In this paper, we thus bridge the

two different topics to improve overall robustness by introducing

𝑘-reliable neighbors such that they deliver credible information

to the clients. Moreover, compared to all aforementioned robust

methods, FedRN mainly focuses on identifying reliable neighbor

clients for sample selection, which does not require any unrealistic

supervision, such as a clean validation set or knowledge of true

noise rates per client.

3 PRELIMINARIES
A multi-class classification problem requires training data D =

{(𝑥𝑖 , 𝑦∗𝑖 )}
|D |
𝑖=1

, where 𝑥 is a training example with its ground-truth

label 𝑦∗. However, noisy training data
˜D = {(𝑥𝑖 , 𝑦𝑖 )} |D |𝑖=1

may have

corrupted labels such that𝑦𝑖 ≠ 𝑦∗
𝑖
for some 𝑖 . We herein briefly sum-

marize the conventional learning pipeline for (i) standard federated

learning and (ii) robust learning with sample selection.

• Federated Learning (FedAvg): It is assumed that each client i
has its own Non-IID dataset Di (i.e., D = ∪i{Di}), and cannot

directly access another client’s data. Therefore, a global model

Θglobal is trained by alternating the local update and model ag-

gregation phase.

During the local update phase, a fixed number of target clients

M are selected from the entire client pool. For each target client

c ∈M, all the other clients are defined as its neighbors n ∈Nc.

Next, the target client’s local model Θc is trained on its own data

Dc for certain local epochs with the standard stochastic gradient

decent [24]. All the trained models forM are then received and

averaged by the server in the model aggregation phase,

Θglobal ←
∑︁
c∈M

𝑤cΘc, where𝑤c =
|Dc |∑

c′∈M |Dc′ |
(1)

where𝑤c is the aggregation weight that is based on the data size

of each client. Lastly, the updated global model is broadcasted to

the clients. This training round is called a transmission round

and is repeated until convergence.

• Robust Learning with Sample Selection:Many recent robust

approaches have adopted sample selection, which treats a certain

number of small-loss examples as the clean set [14, 20, 28, 38].

In the centralized scenario, given a noisy mini-batch
˜B (⊂ ˜D),

the clean subset S is identified and used to directly update the

global model Θglobal,

Θglobal← Θglobal − [∇
1

|S|
∑︁
𝑥 ∈S

ℓ (𝑥,𝑦;Θglobal), (2)

where [ is the learning rate and ℓ is a certain loss function. The

remaining examples (mostly large-loss examples) in the mini-

batch are excluded to pursue robust learning.

Note that training data is typically assumed to be clean in federated

learning, while a global model is assumed to have access to all of
the training data in robust learning. However, our objective is to

robustly train a global model Θglobal even when noisy labels exist

in the federated learning scenario.

4 PROPOSED METHOD: FEDRN
We introduce the notion of 𝑘-reliable neighbors and describe how

to leverage them for robust federated learning with noisy labels.

4.1 Main Concept: k-Reliable Neighbors
The key idea of FedRN is to exploit useful information in other

clients without violating privacy. Hence, the main challenge is
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to find the most helpful neighbor clients using limited informa-

tion about each client. Intuitively speaking, these helpful neighbor

clients have (1) high expertise on their data, or (2) data distributions

similar to the target client’s:

• Data Expertise: The training data should be sufficiently clean.
The neighbor client with heavy noise could hinder identifying

clean examples from the client’s noisy data.

• Data Similarity: Data and class distributions should be similar
to the target client’s. The distribution shift problem could lead to

model incompatibility between target and neighbor clients.

We investigate how these two considerations affect selecting

reliable neighbor clients for robust federated learning. Given a

target client c, a reliable neighbor client is defined to be one of the

𝑘-reliable neighborsRc (𝑘), as described in Definition 4.1. Satisfying
the condition, 𝑘-reliable neighbors can deliver clean and useful

information even when the training data of the target client is

unreliable due to the heavy label noise.

Definition 4.1. Let Exp(·) and Sim(·, ·) be the score function for

data expertise of a client and data similarity between two clients,

respectively. Given a target client c and available neighbor clients

Nc = {n𝑖 } |Nc |
𝑖=1

, the 𝑘-reliable neighbors Rc (𝑘) is a subset of Nc
with size 𝑘 satisfying,

Rc (𝑘) = argmax | (R′:n∈R′) |=𝑘 R(c, n), where
R(c, n) = 𝛼 · Exp(n) + (1 − 𝛼) · Sim(c, n) (3)

and 𝛼 is the balancing term that determines the contribution of

each score. The data similarity to itself is 1, i.e., Sim(c, c) = 1. □

To compute the reliability score R(c, n) in Eq. (3), we propose

two indicators of data expertise and similarity using client’s local

models. Since it is infeasible to access the raw data in neighbor

clients, we leverage the server’s copies of local models, which are

sent to the server during the model aggregation phase. By doing so,

our approach does not compromise the privacy-preserving property

in federated learning.

With the intention of selecting clients with cleaner examples,

we define the data expertise score motivated by the memorization

effect of DNNs. In general, DNNs memorize clean examples faster

than noise examples during training, which has been observed con-

sistently even at extreme noise ratios [28]. In this sense, the early

memorization of clean examples leads to higher training accuracy

if the client has cleaner local data. Consequently, during the model

aggregation phase, the server receives the training accuracy of each

client along with their local models, then computes and normalizes

the data expertise Exp(·) per client,

Exp(c) = Acc(c) −minAcc({c} ∪ Nc)
maxAcc({c} ∪ Nc) −minAcc({c} ∪ Nc)

, (4)

where Acc denotes the training accuracy of the local model for

the client c; maxAcc and minAcc are the maximum and minimum

training accuracy of the given client set.

Regarding the data similarity score, we propose to use predictive
difference, which provides a hint to the similarity between two het-

erogeneous data distributions without the use of raw data. Hence,

the data similarity between two clients is approximated by the

prediction difference for the same random input, where a smaller

difference indicates a higher similarity. Accordingly, after the local

update phase, each client generates the same input 𝑥 of Gaussian

random noise [16] and transmits its softmax outputs 𝑝 (𝑥 ;Θn) into
the server, where 𝑝 (𝑥 ;Θn) denotes the softmax output of the client

n for input 𝑥 . The data similarity Sim(·, ·) between the target client

c and neighbor client n is then computed by the server,

Sim(c, n) = Cosine

(
𝑝 (𝑥 ;Θc), 𝑝 (𝑥 ;Θn)

)
. (5)

We use the cosine similarity denoted by Cosine to measure the

predictive difference, because the symmetry of similarity is guaran-

teed, i.e., Sim(c, n) = Sim(n, c). The min-max normalization is also

applied similarly to data expertise. We provide an in-depth analysis

of how the two proposed indicators work precisely in Section 5.4.

4.2 Robust Learning with k-Reliable Neighbors
For every communication round, each client participating in the

upcoming round receives its 𝑘-reliable neighbors from the server.

When updating the target client’s model, we follow the general

philosophy of sample selection for robust learning by identifying

clean examples from the noisy training data.

Different to robust methods in centralized scenarios, 𝑘 + 1 mod-

els, comprising 𝑘-reliable neighbors and the target client’s model,

cooperate to mitigate the performance discrepancy among clients

and obtain more reliable results. For each of the 𝑘 + 1models, we fit

two-component GMMs to model the loss distributions of clean and

noisy examples in view of loss distributions being bi-modal [2, 20].
Based on the ensembled results of these GMMs, the target client’s

model is only updated with examples selected as clean.

To be specific, our aim is to estimate the probability of each

training example being clean with 𝑘 + 1 models with different

reliability scores. At the beginning of the local update phase, the

GMM is fitted to the loss of all available training examples in the

target client by using the Expectation-Maximization (EM) algorithm.

Given a noisy example 𝑥 , the probability of being clean is obtained

through its posterior probability for the clean (small-loss) modality,

𝑝
(
𝑔|ℓ (𝑥,𝑦;Θ)

)
= 𝑝 (𝑔)𝑝

(
ℓ (𝑥,𝑦;Θ) |𝑔

)
/𝑝

(
ℓ (𝑥,𝑦;Θ)

)
, (6)

where g denotes the Gaussian modality with a smaller mean (i.e.,

smaller loss) and ℓ (·) is the loss function. Subsequently, the proba-
bility of each example to be clean is ensembled over 𝑘 + 1 models

with their reliability scores R(·, ·) in Eq. (3). Given a target client c,
the clean probability of joint mixtures can be formulated as:

𝑝
(
clean|𝑥 ;Rc (𝑘)

)
=

∑︁
n∈{c}∪Rc (𝑘)

R
′(c, n) × 𝑝

(
𝑔|ℓ (𝑥,𝑦;Θn)

)
,

where R
′(c, n) = R(c, n) /

∑︁
n′∈{c}∪Rc (𝑘)

R(c, n′) .
(7)

The ensemble with the reliability scores give higher weight to the

GMMs of trusted neighbors with high data expertise or similarity.

Lastly, FedRN constructs a clean set Sc such that each training

example in the set has a clean probability greater than 0.5,

Sc = {𝑥 ∈ ˜Dc : 𝑝 (clean|𝑥 ;Rc (𝑘)) > 0.5}, (8)

where
˜Dc is the noisy data of the target client c. The model is

finally updated with only the clean set for a specified number of

local epochs in the local update phase, while the complement of the

set, which are likely to be noisy, are discarded for robust learning.

小羊
打字机
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Algorithm 1 FedRN Algorithm

Input:
˜Dc: noisy data of client c, 𝑟𝑜𝑢𝑛𝑑𝑠 : # total rounds,

𝑒: # local epochs, 𝑘 : # reliable neighbors

Output: Θ𝑡
global: a global model

1: 𝑡 ← 1, Θ𝑡
global ← Initialize network parameters

2: for 𝑟𝑜𝑢𝑛𝑑 = 1 to 𝑟𝑜𝑢𝑛𝑑𝑠 do
3: M ← Randomly select𝑚 clients (𝑚 > 𝑘)
4: /* Find 𝑘-reliable neighbors in Definition 4.1 */

5: Compute ∀c∈M∀n∈Nc Sim(c, n) by Eq. (5)

6: Retrieve Rc (𝑘) for c ∈ M
7: Broadcast Θ𝑡

global and Rc (𝑘) to clients ∈ M
8: /* I. Local Update Phase */

9: for c ∈ M in parallel do
10: Rc (𝑘) ← Receive 𝑘-reliable neighbors

11: Rc (𝑘) ← Fine-tune for Sauxc in Eq. (9).

12: /* Sample selection with Rc (𝑘) by Eq. (8) */

13: Sc ← {𝑥 ∈ ˜Dc : 𝑝 (clean|𝑥 ;Rc (𝑘)) > 0.5}
14: Θc ← Θ𝑡

global /* Initialization */

15: Θc ← Train for 𝑒 epochs with Sc
16: Acc(c) ← Compute data expertise by Eq. (4)

17: 𝑝 (𝑥 ;Θc) ← Compute the softmax output for 𝑥

18: Send Θc, Acc(c), and 𝑝 (𝑥 ;Θc) to the server

19: /* II. Model Aggregation Phase */

20: Θ𝑡+1
global ←

∑
c∈M 𝑤cΘc s.t.𝑤c =

| ˜Dc |∑
c′∈M | ˜Dc′ |

21: 𝑡 ← 𝑡 + 1
22: return Θ𝑡

global

This collaborated approach with 𝑘-reliable neighbors consider-

ably increases the robustness of low-performance clients with the

aid of neighbors with high data expertise or similarity. Therefore,

FedRN reduces the performance gap between clients and enhances

the overall robustness, thus leading to a stronger global model.

4.3 Fine-tuning with k-Reliable Neighbors
Due to the data heterogeneity in federated learning, the problem of

distribution shift between clients’ local models is another challenge

when ensembling their predictions for sample selection. Hence, Fe-

dRN is integrated with the fine-tuning technique that helps quickly

adapt to the local data distribution [12].

Before constructing the clean set in Eq. (8), we identify an auxil-

iary set of clean examples using only the target client’s model,

Sauxc = {𝑥 ∈ ˜Dc : 𝑝 (clean|𝑥 ; {c}) > 0.5} (9)

and fine-tune all the retrieved 𝑘-reliable neighbors for the auxiliary
set. The auxiliary set could, however, be very noisy especially when

the target client has heavy noise in its training data. To prevent

feature extractors from being corrupted by such client-side noise,

we only fine-tune the classification head. In Section 5.5, we exam-

ine the effect of the fine-tuning technique on data expertise and

similarity used in neighbor search, and provide insights on their

use for robust federated learning with noisy labels.

# of Train # of Val. # of Classes Noise Ratio

CIFAR-10 50,000 10,000 10 ≈ 0%

CIFAR-100 50,000 10,000 100 ≈ 0%

mini-WebVision 65,944 2500 50 ≈ 20%

Table 1: Summary of datasets.

4.4 Algorithm Pseudocode
Algorithm 1 describes the overall procedure of FedRN. We perform

standard federated learning, FedAvg, for warm-up epochs before

applying FedRN, because robust training methods are generally

applied after the warm-up phase in the literature [14, 27]. When

training with FedRN, retrieved neighbor models are fine-tuned for

1 epoch before sample selection (Line 11). Next, the target client

identifies clean examples by leveraging 𝑘-reliable neighbor mod-

els (Line 13). The received global model is updated with estimated

clean samples (Lines 14–15). In the aggregation phase, the central

server aggregates the updated local models (Line 20).

The main additional cost of FedRN is the communication over-

head from sending 𝑘-reliable models from the server to the selected

client (see Appendix 5.9 for detailed cost analysis). However, a small

number of reliable neighbors is sufficient (see Section 5.6) and the

cost can be drastically reduced by over a factor of 32 times in

modern federated learning by sending the difference of parame-

ters [16] or a compressedmodel [23]. Furthermore, there is no issues

in model convergence because we applied a sample selection ap-

proach, which don’t has convergence problems, in a decentralized

setting using FedAvg [24], which has proven model convergence.

5 EVALUATION
Our evaluation was conducted to support the following:

• FedRN is more robust than five state-of-the-art methods for

federated learning with noisy labels (Section 5.2).

• FedRN consistently identifies clean examples from noisy data

with high precision and recall (Section 5.3).

• The reliability metric is effective in finding 𝑘-reliable neighbors

for robust learning (Section 5.4).

• The use of fine-tuning is necessary owing to the distribution

shift in local data (Section 5.5).

• A small number (𝑘 ≤ 2) of reliable neighbors is sufficient to
achieve high robustness (Section 5.6).

5.1 Experiment Configuration
We verified the superiority of FedRN compared with five robust

learning methods on three real-world or synthetic benchmark

datasets in a Non-IID federated learning setting, where the Non-IID

setting is more realistic and difficult than the IID setting [6, 42, 44].

Datasets.We performed image classification on synthetic and real-

world benchmark data: CIFAR-10 and CIFAR-100; mini-WebVision,

a subset of real-world noisy data consisting of large-scale web

images. We used the first 50 classes in WebVision V1 following the

literature [20]. The statistics of them are summarized in Table 1.

For the federated learning setup with noisy labels, we merged

the standard setting in the two research communities:

• Non-IID Data: Two popular ways of client data partitioning were

applied [44]; (i) Sharding: training data is sorted by its class labels
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Non-IID Type Shard (𝑆 = 2) Shard (𝑆 = 5) Dirichlet (𝛽 = 0.5)

Noise Type Symmetric Asym Mixed Symmetric Asym Mixed Symmetric Asym Mixed

Noise Rate 0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.4 0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.4 0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.4

Oracle
1

69.10 67.19 69.10 68.89 78.00 75.94 78.00 77.7 81.79 80.38 81.79 81.39

FedAvg [24] 46.39 38.69 49.09 46.82 66.44 56.46 67.23 67.95 75.92 70.60 77.77 77.17

Co-teaching [14] 63.20 52.72 62.48 61.68 74.66 67.17 74.18 75.18 79.97 75.39 79.53 79.94

Joint-optm [30] 50.44 42.23 38.04 47.28 69.22 64.02 67.29 68.84 75.46 70.43 74.81 75.43

SELFIE [27] 62.64 53.69 64.21 62.63 74.57 66.90 74.77 74.44 78.57 72.92 78.58 79.02

DivideMix [20] 62.35 58.18 62.07 63.38 68.73 65.82 68.95 69.32 74.26 72.25 73.29 73.47

Robust FL [36] 56.25 45.59 55.52 57.58 70.30 62.89 69.04 70.02 75.75 70.63 74.00 75.49

FedRN (k=1) 67.33 60.33 67.51 67.92 76.37 72.30 76.74 76.92 79.99 75.92 80.05 79.79

FedRN (k=2) 67.62 62.94 68.33 68.11 76.81 72.85 77.33 76.99 80.34 76.49 80.38 80.28

Table 2: Test accuracy (%) on CIFAR-10 with symmetric, asymmetric (Asym), and mixed noise (Mixed).

Non-IID Type Shard (𝑆 = 20)

Noise Type Symmetric Asym Mixed

Noise Rate 0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.4

Oracle 47.83 44.82 47.83 47.33

FedAvg [24] 33.36 26.15 34.90 34.02

Co-teaching [14] 43.43 37.05 42.90 43.83

Joint-optm [30] 35.89 30.92 33.15 35.29

SELFIE [27] 44.14 37.65 43.25 43.78

DivideMix [20] 46.21 42.83 45.59 46.94

Robust FL [36] 35.33 29.20 33.08 34.27

FedRN (k=1) 47.30 42.27 47.62 46.62

FedRN (k=2) 47.46 43.07 47.52 47.17

Table 3: Test accuracy (%) on CIFAR-100.

and divided into “𝑆×(# clients)” shards, which are randomly as-

signed to each client with an equal number of 𝑆 . (ii)Dirichlet Dis-
tribution: each client is assigned with training data drawn from

the Dirichlet distribution with a concentration parameter 𝛽 . For

the experiments, 𝑆 was set to 2, 5, 10, or 20, and 𝛽 was set to 0.5.

• Label Noise: We injected artificial noise by following typical pro-

tocols [29]; (i) Symmetric Noise: a true label is flipped into all

possible labels with equal probability. (ii)Asymmetric Noise: a

true label is flipped into only a certain label. Note that we injected

varying levels of label noise into the clients, so each client had

different noise rates. For instance, a noise of 0.0–0.8 means that

the noise rate increases linearly from 0.0 to 0.8 as the client’s

index increases; thus, the average noise rate of clients’ training

data is 0.4. We further tested for mixed noise where the two

different types of label noise are injected into the clients. That is,

symmetric noise is applied to half of the clients, while asymmetric

noise is applied to the remaining clients.

We did not inject any label noise into mini-WebVision because it

contains real label noise whose rate is estimated at 20.0% [29].

Implementation Details. We compared FedRN with a standard

federated learning method, FedAvg [24], and five state-of-the-art

robust methods for handling noisy labels, namely Co-teaching [14],

Joint-optimization [30], SELFIE [27], DivideMix [20], and Robust

FL [36]. All the robust methods were combined with FedAvg to sup-

port decentralized learning. The total number of clients was set to

100with a fixed participation rate of 0.1. The training (transmission)

round was set to be 500 for CIFAR-10 and 1000 for CIFAR-100 and

Shard (𝑆 = 10) mini-WebVision

Method Top-1 Accuracy Top-5 Accuracy

FedAvg [24] 20.80 45.00

Co-teaching [14] 21.76 (+ 0.96) 46.64 (+ 1.64)
Joint-optm [30] 13.56 (− 7.24) 35.56 (− 9.44)
SELFIE [27] 22.20 (+ 1.40) 48.76 (+ 3.76)
DivideMix [20] 20.84 (+ 0.04) 45.72 (+ 0.72)
Robust FL [36] 14.12 (− 6.68) 35.24 (− 9.76)

FedRN (k=1) 22.52 (+ 1.72) 48.48 (+ 3.48)
FedRN (k=2) 22.76 (+ 1.96) 49.16 (+ 4.16)

Table 4: Validation accuracy (%) onmini-WebVision. The val-
ues in parentheses are the improvement over FedAvg.
WebVision, ensuring all the models’ training convergence. The SGD

optimizer was used with a learning rate of 0.01 and a momentum of

0.5. The number of local epochs was set to be 5. We used the model

for learning consists of 4 convolution layers and 1 linear classifier

for CIFAR-10 and MobileNet for CIFAR-100 and mini-WebVision.

As for hyperparameters related to our method, FedRN requires

the balancing term 𝛼 and number of reliable neighbors 𝑘 . We used

𝛼 = 0.6, which was obtained via a grid search (see the section 5.7).

We used 𝑘 = 1 and 𝑘 = 2 since the performance gain of FedRN was

consistently high as long as 𝑘 ≥ 1, which is detailed in Section 5.6.

The hyperparameters of the baseline robust methods were con-

figured favorably in line with the literature. We clarify the hyper-

parmeter setup of all baseline algorithms, as follows:

• Joint Optimization [30] requires the two coefficients for its two

regularization losses for robust learning. These two coefficients

were set to be 1.2 and 0.8, respectively.

• SELFIE [27] requires the uncertainty threshold and the length of

label history as its hyperparameters. As suggested by the authors,

they were set to be 0.05 and 15, respectively.

• DivideMix [20] applies MixMatch for semi-supervised learning,

which requires the sharpening temperature, the unsupervised

loss coefficient, and the Beta distribution parameter. They were

set to be 0.5, 25, and 4, respectively.

• Robust FL [36] requires two coefficients for its two additional

regularization losses similar to Joint Optimization. They were set

to be 1.0 and 0.8, respectively.

1
Oracle trains the network using FedAvg with all the true-labeled examples, i.e.,

(1 − noise rate) × 100% of all the examples.
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All of the algorithms were implemented using PyTorch 1.7.0

and executed using four NVIDIA RTX 2080Ti GPUs. In support of

reliable evaluation, we repeated every task thrice and reported the

average test (or validation) accuracy, which is the common measure

of robustness to noisy labels [10, 14].

5.2 Robustness Comparison
5.2.1 Results with Synthetic Noise. Tables 2 and 3 show the test

accuracy of the globalmodel trained by eightmethods for three Non-

IID federated learning scenarios with four different noise settings,

including symmetric, asymmetric, and mixed label noise. Overall,

FedRN achieves the highest test accuracy in every case. Compared

with FedAvg, FedRN’s accuracy improves relatively more as the

noise rate increases from 0.0–0.4 to 0.0–0.8 in symmetric noise, be-

cause the performance discrepancy over clients drastically degrades

with the increase in noise rate. In contrast, the other robust meth-

ods show considerably poor performance compared with FedRN,

which is presumably attributed to the client-to-client performance

discrepancy, despite the fact that they are incorporated with Fe-

dAvg. Meanwhile, the recent robust FL method, Robust FL, shows

relatively poor performance in our setup since the method produces

many false label corrections due to the clients with heavy label noise.

Unlike, FedRN is robust even to heavy noise because all unreliable

labels are excluded from training for high safety without correction.

Our method can be extended with semi-supervised learning for

exploiting even unreliable examples. We leave this as future work.

5.2.2 Results with Real-world Noise. Table 4 displays the validation
accuracy of seven different methods on a real-world noisy mini-

WebVision dataset. We report the top-1 and top-5 classification ac-

curacy on the mini-WebVision validation set. FedRN maintains its

performance dominance over multiple state-of-the-art robust meth-

ods for real-world label noise as well. FedRN (𝑘 = 2) improves the

top-1 accuracy by up to 9.2 compared with other robust methods.

5.3 In-depth Analysis on Selected Examples
All methods except FedAvg and Joint Optimization follow the

pipeline of learning with sample selection. Hence, we evaluate

the sample selection performance of them using the two metrics,

namely label precision (LP) and recall (LR), which respectively repre-

sent the quality and quantity of examples selected as clean [14, 28],

empty

LP =
|{(𝑥,𝑦) ∈ Sc : 𝑦 = 𝑦∗}|

|Sc |
, LR =

|{(𝑥,𝑦) ∈ Sc : 𝑦 = 𝑦∗}|
|{(𝑥,𝑦) ∈ Dc : 𝑦 = 𝑦∗}| ,

where Dc and Sc denote the training data and its selected clean

set of the client c, respectively.
Figure 3 shows the LP and LR curves averaged across all the

clients per epoch on CIFAR-10 with symmetric and asymmetric

label noise. The results of Robust FL are omitted due to its too

low label precision and recall under the Non-IID scenario. After

the warm-up period of 100 transmission rounds, FedRN shows the

highest LP and LR with a large improvement of up to 0.12 and 0.11,

respectively. In addition, its dominance over other robust learning

methods is consistent regardless of the noise type. Therefore, these

results indicate that the superior robustness of FedRN in Tables 2–4

is due to its high LP and LR.

w.o. Fine-tuning w. Fine-tuning

𝛼 0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.8

0.0 65.03 58.20 67.11 61.81

0.2 63.77 57.24 67.45 62.69

0.4 62.45 53.89 67.03 62.94

0.6 58.74 51.36 67.62 62.94

0.8 56.60 43.61 67.19 62.97
1.0 56.06 44.87 66.73 61.61

Table 5: Effect of fine-tuning when trained on CIFAR-10
with symmetric noise and shard (𝑆 = 2) settings.

5.4 In-depth Analysis on Reliability Metric
We justify the use of two indicators for data expertise and similarity

in Eqs. (4) and (5).

• Data Expertise: Figure 4 shows the training convergence rate

(training accuracy) of all clients sorted in ascending order by

their noise rate. Owing to the memorization effect of DNNs,

the training accuracy of the local model indeed has a strong

correlation of over 0.93 with respect to varying levels of label

noise. These results confirm that the client’s training accuracy

represents its data expertise.

• Data Similarity: Figure 5 shows similaritymatrices between client’s

softmax outputs for a Gaussian random noise when trained

on data with or without label noise. As clients with similar

Ids (indices) have similar data distributions in our Non-IID set-

ting, the similarity around diagonal entries is high, as can be seen

from Figure 5(a). Even with label noise shown in Figure 5(b), it

turns out that the similarity trend remains. Therefore, it can be

concluded that the similarity between the softmax output is a

robust metric to find clients with similar data distributions.

These empirical studies provide empirical evidence for the use of

our two indicators, Exp(·) and Sim(·, ·).

5.5 Reliable Neighbors with Fine-tuning
We analyze the effect of fine-tuning on data expertise and similarity

used in neighbor search. Table 5 summarizes the performance of

FedRN (𝑘 = 2) with and without fine-tuning, where a small 𝛼 indi-

cates that data similarity is considered more than data expertise.

When fine-tuning is deactivated, the benefit of retrieving neigh-

bors with high data similarity is remarkably dominant, because

lower data similarity implies a larger distribution shift between

the target and neighbor models. On the other hand, an opposite

trend is observed when fine-tuning is activated. The test accuracy

is high when data expertise is properly considered in conjunction

with data similarity. Overall, fine-tuning does not only help miti-

gate the distribution shift problem but also significantly improves

performance of FedRN.

5.6 Ablation Study on k-Reliable Neighbors
A larger number of reliable neighbors could increase the communi-

cation overhead in federated learning. We, therefore, investigated

the change in performance of the global model according to the the

number of reliable neighbors. Tables 6 and 7 show the classification

accuracy on CIFAR-10 and CIFAR-100 respectively with varying

number of neighbors. The results show that FedRN with 𝑘 = 1
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(a) Symmetric Noise of 0.0–0.8. (b) Asymmetric Noise of 0.0–0.4.

Figure 3: Label precision and label recall curves on CIFAR-10 with the shard (𝑆 = 2) setting.

(a) Symmetric Noise. (b) Asymmetric Noise.

Figure 4: Correlation between the training accuracy and
noise rate on CIFAR-10 with shard (𝑆 = 2) of symmetric and
asymmetric noises 0.0–0.4.

(a) w.o Label Noise. (b) w. Label Noise.

Figure 5: Similaritymatrix between the client’s softmax out-
put for a Gaussian random noise when trained on CIFAR-
10 with shard (𝑆 = 2) without noise (a) and with symmetric
noise 0.0–0.4 (b).

Shard (𝑆 = 2) Dirichlet (𝛽 = 0.5)

𝑘 0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.8

1 67.33 60.33 79.99 75.92

2 67.62 62.94 80.34 76.49

3 68.10 62.77 80.31 76.01

4 67.38 62.75 80.36 76.16

5 67.60 63.10 80.18 76.00

Table 6: Test accuracy (%) onCIFAR-10 using FedRNwith dif-
ferent number of reliable neighbors.
and 𝑘 = 2 generally shows comparable performance than 𝑘 > 2;

there is little improvement in performance with the increase in

the number of reliable neighbors as long as 𝑘 > 1. In other words,

using only one or two reliable neighbors is sufficient to improve

the robustness, because the proposed reliability score successfully

retrieves the most helpful neighbor client among all the neighbors.

Shard (𝑆 = 20)

Symmetric Asym Mixed

𝑘 0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.4

1 47.30 42.27 47.62 46.62

2 47.46 43.07 47.52 47.17

3 47.65 42.33 48.18 47.01

4 47.66 42.48 47.55 47.72

5 48.10 42.58 47.43 47.40

Table 7: Test accuracy (%) of onCIFAR-100 using FedRNwith
different number of reliable neighbors.
Therefore, in a scenario where the communication burden is sig-

nificant, practitioners may reduce the communication overhead

by only using a single reliable neighbor with FedRN to handle the

problem of noisy labels.

5.7 Grid Search for Balancing Term
We adjusted 𝛼 to determine the contribution of data expertise and

similarity in neighbor search. To ascertain the optimal value, we

repeated the experiment on CIFAR-10 with various 𝛼 values, as

summarized in Table 10. Because the fine-tuning technique is incor-

porated in FedRN, merging data expertise and similarity provides

a synergistic enhancement in general. In particular, when 𝛼 = 0.6,

the performance gain is the highest on average. Based on these

results, we set 𝛼 to 0.6 for all experiments in Section 5.

5.8 Comparison with Random Neighbors
We analyzed the usefulness of 𝑘-reliable neighbors compared with

𝑘-random neighbors. For 𝑘-random neighbors, we replaced Lines 6

and 10 of Algorithm 1 with random client selection. Table 9 sum-

marizes the test accuracy of FedRN with 𝑘-reliable and 𝑘-random

neighbors. Since our fine-tuning technique was incorporated with

𝑘-random neighbors, using 𝑘-random neighbors improves the ro-

bustness against noisy labels, but FedRN with 𝑘-reliable neighbors

maintains its dominance in every case. In detail, if the neighbors

with low data expertise are selected, they misclassify mislabeled

examples as clean examples in sample selection. Likewise, the neigh-

bors with significantly different data distributions harm identifying

clean examples from the target client’s noisy data due to the dis-

tribution shift problem. It can be confirmed experimentally that

this issue becomes more prominent when the noise rate is high.

In conclusion, we should leverage the reliability of neighbors to

obtain a global model robust to noisy labels.
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Communication Computation

Server→Client Client→Server Total Cost Forward Backward Total Cost

FedAvg [24] M M 2M 𝑒F 𝑒B 𝑒F + 𝑒B
Co-Teaching [14] 2M 2M 4M 2𝑒F 2𝑒B 2𝑒F + 2𝑒B
Joint-optm [30] M M 2M 𝑒F 𝑒B 𝑒F + 𝑒B
SELFIE [27] M M 2M 𝑒F 𝑒B 2𝑒F + 𝑒B

DivideMix [20] 2M 2M 4M (4𝑚 + 2)𝑒F 2𝑒B (4𝑚 + 2)𝑒F + 2𝑒B
Robust FL [36] M M 2M 𝑒F 𝑒B 𝑒F + 𝑒B

FedRN (𝑘 + 1)M M (𝑘 + 2)M (𝑒 + 2𝑘 + 1)F (𝑘 + 𝑒)B (𝑒 + 2𝑘 + 1)F + (𝑘 + 𝑒)B

Table 8: Analysis of the communication and computation costs in federated learning setting: M is the communication cost to
send the model; F and B are the computational costs of forward and backward propagation, respectively; 𝑒 is the number of
local epochs for each communication round; 𝑘 is the number of reliable neighbors.

Symmetric Noise

Type

Shard (𝑆 = 2) Shard (𝑆 = 5) Dirichlet

0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.8

𝑘-random 66.82 60.11 76.37 71.56 79.79 75.11

𝑘-reliable 67.62 62.94 76.81 72.85 80.34 76.49

Table 9: Performance comparison with 𝑘-random neighbors
on CIFAR-10 when 𝑘 = 2.

Shard (𝑆 = 2) Dirichlet (𝛽 = 0.5)

𝛼 0.0–0.4 0.0–0.8 0.0–0.4 0.0–0.8 Mean

0.0 67.11 61.81 80.18 75.94 71.26 ± 8.33

0.2 67.45 62.69 80.35 75.95 71.61 ± 8.00

0.4 67.03 62.94 79.95 76.27 71.55 ± 7.90

0.6 67.62 62.94 80.34 76.49 71.85 ± 7.97
0.8 67.19 62.97 80.18 76.28 71.76 ± 7.80

1.0 66.73 61.61 80.00 76.07 71.10 ± 8.43

Table 10: Test accuracy (%) with different 𝛼 values.

5.9 Detailed Cost Analysis
We analyze the communication and computation cost of FedRN

compared with other six methods, as summarized in Table 8. In

this comparison, the communication cost is split into two parts,

“server→client” and “client→server,” while the computation cost is

split into two other parts, “forward” and “backward,” and the “total

cost” aggregates all the costs for each perspective.

• Communication Cost: FedRN requires 3M or 4M communication

cost in total when using one or two reliable neighbors, which is

a sufficient number for general use cases. The remaining com-

munication cost for calculating data similarity and expertise (i.e.,

𝐴𝑐𝑐 (c) and 𝑝 (𝑥 ;Θc)) is negligible. By contrast, Co-Teaching and

DivideMix both require 4M communication cost in total because

they maintain two models for co-training. In summary, FedRN

leads to greater performance with comparable or lower commu-

nication cost compared with other baseline methods.

• Computation Cost: We exclude the cost of fitting GMMs and

searching 𝑘-reliable neighbors because their costs are negligible

compared to those of the forward and backward steps. Along

the pipeline of our local update phase, FedRN first requires 𝑘F

and 𝑘B computation cost to perform fine-tuning with 𝑘-reliable

neighbors for one epoch. Next, to construct the clean set, (𝑘 +1)F
communication cost is needed due to the inference with 𝑘 + 1

available models. As the constructed clean set is deterministic

over all the local epochs, only 𝑒F+𝑒B computation cost is required

to train a single model for the given local epoch 𝑒 in each commu-

nication round. Consequently, FedRN needs (𝑒+2𝑘+1)F + (𝑘+𝑒)B
computation cost in total. In a typical deep learning pipeline, the

cost of the backward step is relatively smaller than that of the

forward step. Hence, the computation cost for the forward step is

the major issue. In light of this fact, the forward cost of FedRN is

comparable to those of FedAvg, Joint-optim, and SELFIE, and less

than those of Co-teaching and DivideMix, because the number

of local epochs is larger than the number of reliable neighbors,

𝑒 > 𝑘 . Among the compared methods, DivideMix is the slow-

est method in that it performs𝑚 data augmentations with two

models for each local epoch, so its forward cost is (4𝑚 + 2)𝑒F.
Therefore, with one or two reliable neighbors, FedRN greatly

improves the robustness of the global model without adding much

communication and computation cost in the scenario of federated

learning with noisy labels.

6 CONCLUSION
The scenario of considering both data heterogeneity and label noise

is a new important research direction of practical federated learning.

In this paper, we propose a novel federated learning method called

FedRN. In the local update phase, 𝑘-reliable neighbors with high

data expertise or similarity are retrieved, and they identify clean

examples collaboratively based on their reliability scores. The mod-

els are then trained on the clean set, and the weights are averaged

in the model aggregation phase. As a result, FedRN achieves high

label precision and recall for sample selection, leading to a robust

global model even in the presence of label noise. We conducted ex-

tensive experiments on three real-world or synthetic noisy datasets.

The results verified that FedRN improves the robustness against

label noise consistently and significantly. Overall, the use of reliable

neighbors will inspire future studies for robustness.
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